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Abstract: - In this paper, anew inductive learning system, called PaSSIL, has been developed aims at 

strengthening the security of systems through keystroke dynamics against both online and offline attackers. The 
proposed system involves collecting data that represents the biometric patterns of users and converting this 

biometric data into features that can be manipulated by our inductive learning algorithm called ILA that 

produces inductive rules that are, in turn, used to classify the legitimate user (called the owner) from 
adversaries. This system is non-static and since features are a function of the user and the environment, it takes 

into consideration the gradual changes that happen in the way a user enters his password. Experiments have 

been conducted on data collected from hundreds of users and compared with our previous work and with some 

well-known systems. The results obtained are comparable with other systems if not better. 
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1 Introduction 
More than ever before, people depend heavily on 

computers and internet. This increasing dependency 
brought to our attention the necessity of 

safeguarding the huge amount of information inside 

our systems. In addition, accessing systems globally 
makes the traditional ways such as passwords and 

PINs are no longer adequate for protecting our 

information and computer resources from illegal 

access, and makes it necessary to find out advanced 
ways for protection, such as keystroke dynamics. 

Keystroke dynamics may be considered as a 

natural choice for computer security [3]. It is based 
on characterizing users according to their way of 

typing on a keyboard. This ideally means that, 

intruders cannot access the system even if they 
know the password. This idea stems from the fact 

that each person has a unique habitual rhythm 

patterns in the way he types.  

Keystroke dynamics are in general preferred 
because they provide an extra level of security over 

traditional methods such as passwords and ID cards. 

These techniques have more desirable properties 
over some of the identifying biometric features 

being used as identification based systems such as 

retina, finger prints, and voice prints, because these 
techniques are too expensive to deploy, need extra 

hardware and sometimes easy to fool, while 

techniques based on keystroke dynamics are user-

friendly, non-intrusive, and cost-effective 

mechanisms. They are easy to implement since they 
need only a computer program and a keyboard. 

Classification among users is done through a group 

of features that are used to characterize individual 
keystroke dynamics. The feature that have more 

distinguishing information for user authentication in 

the best. These features are usually extracted using 
the timing information of the key down/hold/up 

events. The most commonly used features may 

include: duration which is the hold time of a key, 

digraphs and time interval between two successive 
keys [1, 2, 3], trigraphs [3] which are the time 

latencies between every three successive characters, 

and speed which is the overall time for entering the 
whole password. 

Keystroke dynamics classification utilizes many 

classification techniques, that may range from 
statistical methods [4, 5, 6, 7], to distance based 

classification which uses many distance techniques 

such as Mahalanobis distance [8, 9], Manhattan 

distance [10, 11], and Euclidean distance, and 
machine learning approaches, which include K-

means methods [12], Fuzzy logic [13], Bayesian 

classifiers [3], K-Nearest Neighbor classifiers [14, 
15], Boost learning [16], and Support vector 

machines [17, 18]. Leggett and his colleagues [20] 

suggested a keystroke system as a means of 

dynamic identity verification, in which, a verifier 
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based on dynamic keystroke characteristics allows 

continuous identity verification in real-time 

throughout the work session. Another approach uses 

neural networks [9, 19, 13, 30, 21, 23, and 24] 
which has proved itself to be a general learning 

paradigm for a variety of applications. For instance, 

Bleha and his colleagues [22] has applied neural 
networks using standard backpropagation to 

keystroke dynamics, generating error rates on the 

order 2-4%.  K. Revett et al. also deployed 
probabilistic neural network as the authentication 

technique through the PNN algorithm [34]. They 

also applied a modified version of their PNN 

algorithm that used separate smoothing factors for 
each class [35].  

A non-static biometric technique; called DLO 

[6] has been developed. This system is a statistical 
model aims at identifying users based on analyzing 

the habitual rhythm patterns in the way they type. 

This method is based on constructing a hybrid 
model by exploring the best combination of three 

keystroke metrics; press duration, latencies between 

keystrokes and key even order, jointly in one model. 

The experiments conducted showed that the results 
of this approach are more accurate than if these 

measurements are adopted separately. So one of the 

main aims of this model is to study and examine the 
best combination of these measurements in one 

model. 

In a newer model which is based on DLO; 

called DLOS [7], a new metric is added which is the 
speed of typing the overall password, to the 

previous ones. In addition, the way of computing 

some measurements in DLO were modified. The 
experiments showed that DLOS recorded significant 

improvements over DLO. 

DLO and DLOS are two statistical models 
based on a sequence of statistical calculations on the 

desired password. These calculations are applied on 

data collected from the owner of the system and 

some adversaries; called in these models user X and 
adversary user X consequently.  

In DLO and DLOS, data is collected once 

before starting the calculations, so if the owner 
changes his way of entering the password then he 

will be refused from accessing his system. Another 

problem in such models is that they are built on data 
collected from a limited number of persons. This 

produces weaker models with significant limitations 

and capabilities and cannot be generalized. 

Actually, this is the main aim of this paper in which 
a new keystroke dynamics system for password 

strengthening based on inductive learning; called 

PaSSIL is proposed and examined. PaSSIL utilizes a 
powerful inductive learning algorithm called ILA 

[27]. PaSSIL has proved that it is a powerful and 

general system with results comparable to other 

systems if not better. This is achieved mainly 

because the fact that PaSSIL aims at focusing on the 
following points that makes it distinguished from 

other systems in the domain: 

1. Most systems are based on several users (10 to 15) 
to test their capability of distinguishing between 

the owner of the system and intruders, while 

PaSSIL utilizes machine learning techniques on 
data collected from a huge number of users to 

build the rule base that is used to recognize the 

owner from intruders, that contributes in 

enhancing the accuracy of the system 
significantly. 

2. As it is known, a user may change his pattern of 

entering the password gradually. This is caused by 
changing the moods, atmospheres, situations, 

emotional state, stress, and drowsiness, etc. [25, 

26]. Other systems do not take into account this 
into account, while PaSSIL does. So, for instance, 

if the owner has been injured and cannot write in 

the same way, the system will correct its behavior 

according to the new behavior of the owner and; 
after several attempts, it will recognize the owner 

correctly again. 

 
ILA and the proposed system are discussed in the 

consecutive sections.  

 

2 The Inductive Learning Algorithm 

(ILA)1 
ILA, which was originally used to connect Decision 

Support Systems with Expert Systems [28] and fully 
discussed as a powerful standalone inductive 

learning algorithm in [27], is an inductive algorithm 

for generating a set of classification rules for a 
collection of training examples. The algorithm 

works in an iterative fashion. In each iteration, it 

searches for a rule that covers a large number of 

training examples of a single class. Having found a 
rule, ILA removes those examples it covers from the 

training set by marking them and appends a rule at 

the end of its rule set. In other words ILA works on 
a rules-per-class basis. For each class, rules are 

induced to separate examples in that class from 

examples in all the remaining classes. This produces 
an ordered list of rules rather than a decision tree. 

ILA has many advantages; firstly, the rules are in a 

suitable form for data exploration; namely a 

                                                             
1An implementation of ILA can be found in: 

https://www.researchgate.net/profile/Saleh_Abu-Soud 
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description of each class in the simplest way that 

enables it to be distinguished from the other classes, 

secondly, the rule set is ordered in a more modular 

fashion which enables to focus on a single rule at a 
time. ILA  applies  stepwise  forward  technique  to 

select an equivalence block of feature(s) included in 

that class, which provides the basis for generating 
certain rules. 

ILA is designed for handling discrete and 

symbolic attribute values in an attempt to overcome 
the attribute selection problem. Continuous-valued 

attributes can be discretized during decision tree or 

rule generation by partitioning their ranges using cut 

points. Many variations for ILA have been 
developed such as DCL [29], PILA [30], ILA2 [31], 

and DRILA [32]. 

 

3 The Proposed System: PaSSIL 
The proposed system is composed of five stages as 

follows: Determination of parameters, Collecting 

Data, Discretization, Applying ILA to Produce 

Rules, and finally Classification. These stages are 
discussed in details in the following paragraphs: 

 
a. Determination of features:  

Since keystroke biometrics indicates that each user 
types in a uniquely manner with unique 

characteristics, these characteristics are captured and 

fed into ILA to produce rules that distinguish the 
owner from intruders, so that if an intruder tried to 

hack the rightful owner’s account, he/she should be 

denied access. According to what has been stated 

previously, three features are being implemented 
and studied in our proposed model by which a user 

can be authenticated. These are: 

 
i) Key press duration:  
The key press duration is a technique used to 

identify users by calculating the time interval 

between the key press and the key release for 
each letter in the password. It is the duration of 

each keystroke, i.e. how long is the key held 

down. 

 
ii) Latencies between successive keystrokes:  

Latency is defined as the time interval between 

a consecutive pair of keystrokes. In other words, 

it calculates the time interval by which a user 
releases the first letter and presses the second 

letter in a certain pair of keystrokes. 

 
iii) Password overall typing speed: 
Overall password typing speed measures the 

time from the key press of the first password 

character to the key release of the last character. 

For simplicity, this metric henceforth will be 

called Speed. Actually, these three parameters 

have been considered here because it has been 
noted that they are convergent for the same user 

while they are divergent among different users 

and thus can be used as effective metrics to 
classify users [6] [7]. 

So, for a password with n characters length, 

we will have 2n+1 classes: n classes for key 
press duration for each character, n-1 classes for 

latency between adjacent pairs of keystrokes, 1 

class for speed, and 1 class as a decision class. 

For example for the password “high” we need 9 
classes as follows: h duration, i duration, g 

duration, h duration, hi latency, ig latency, gh 

latency, speed, and decision. 

 
b. Collecting data: 

Data are collected, through special software built for 

this purpose, from the owner and a lot of volunteers 
as adversaries to the system.  This data represents 

the biometric rhythm of the persons who entered the 

password, and converting this biometric data into a 

form that can be manipulated by ILA to produce 
rules that defines the users’ biometric traits, against 

which he can then be authenticated in future. The 

proposed model aims at developing a system that 
has low rate of rejecting the owner of the account to 

enter his system and at the same time to minimize or 

hopefully to totally prevent adversaries from 
entering the system even though they know the 

password. 

The collected data was collected using the same 

keyboard with different times with the assumption 
of no mistakes are allowed, and is measured by 

Milliseconds (ms) and hence it is continuous data 

that needs to be converted to discrete values in order 
to be applied by ILA. This process is fully described 

in the following point. 

 
c. Discretization: 
Discretization is the process of converting 

continuous data into discrete ones without losing the 

value and meaning of the original data. There are 

many discretization methods used in the literature, 
the simplest and most commonly used one is called 

“equal width” [33] in which the range of the values 

of the class is divided into equal intervals and then 
to give each interval a discrete value. 

As discussed earlier and as it will be shown in 

details in the experiments, three parameters are 

used, namely: duration, latency, and speed. The 
ranges of continuous values for the three parameters 
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are divided into 5 intervals with equal lengths with 

the following discrete values: 

For Duration: the discrete values are veryshort, 

short, normal, long, and verylong, and for Latency: 
veryshort, short, normal, long, and toolong, while 

the discrete values for Speed are: veryslow, slow, 

average, fast, and veryfast. The decision class owner 
has two values: yes for the owner and no for 

adversaries. Now, all values are discrete and ready 

to be used by ILA. 
 

d. Applying ILA to Produce Rules: 

ILA takes the training set that contains the entries of 

the owner and adversaries in discrete form and 
produces the classification rules in the form IF … 

THEN …. More details about the implementation of 

ILA and how it works are shown in the following 
subsection. 

 

e. Classification 
The rules that are produced by ILA can be inserted 
into the system and used to distinguish the owner 

from adversaries. These rules should help the 

system to accept the owner all the time and at the 
same time rejects adversaries from accessing the 

system. 

 

4 An Illustrative Example 
Let’s go along the steps of the system through the 

following example: 

The password that will be used in this example 
is “hello”.  The three parameters; as mentioned 

earlier; are:  

 The duration of passing each character. We have 

5 durations, since there are 5 characters in the 
password. 

 The latency between each two consecutive 

characters. We have 4 latencies: he, el, ll, and lo. 

 The overall time spent for entering the whole 

password (this will be called the speed). 

So, we have 10 attributes for “hello” in addition 
to a binary decision attribute which indicates that 

the person entered the password is either the owner 

of the system or not. These attributes will be as 
follows: h, e, l, l, o, he, el, ll, lo, speed, and owner. 

Now, the owner and the adversaries will enter the 

password, and then the system will extract the 
values of these attributes for each entry. A snapshot 

of 5 entries of the collected values (in milliseconds) 

is shown in Table 1. 

 

Table 1 A snapshot of five collected entries for the password “hello” 
h e l l o he el ll lo speed owner 

33.0019 0 0 1.0001 0 0 0 47.0026 0 4466.256 no 

64.0036 80.0046 65.0037 76.0044 57.0032 372.0213 152.0087 245.014 89.0051 3121.179 yes 

60.0035 77.0044 71.004 70.004 64.0036 361.0206 148.0085 259.0149 91.0052 3453.198 yes 

66.0038 76.0043 69.0039 72.0041 73.0042 362.0207 162.0093 257.0147 89.0051 3710.212 yes 

58.0033 72.0041 60.0034 72.0042 56.0033 405.0232 240.0137 264.0151 96.0054 2990.171 no 

 

 

The values appeared in Table 1 are continuous 
values. In order to use these values with ILA, they 

must be discretized using a discretizing method. As 

discussed earlier, the simplest method and most 

commonly used one is called “equal width” method. 
Table 2 shows the discrete values of those appeared 

in Table 1. 

 

 
Table 2 The discretized values of five entries for the password “hello” 

h e l l o he el ll lo speed owner 

tooshort tooshort tooshort tooshort tooshort veryshort veryshort veryshort veryshort slow no 

short long short normal veryshort short veryshort short veryshort fast yes 

short normal normal normal short short veryshort short veryshort fast yes 

short normal short normal normal short veryshort short veryshort average yes 

veryshort normal short normal veryshort normal short short veryshort veryfast no 

 
 

The entries are now ready to be used by ILA. 

ILA is a powerful algorithm that accepts examples 
with discrete values and produces the minimum 

number of rules in a general form with minimum 

number of conditions. Figure 1 shows the results of 

applying ILA on 50 examples for the password 

“hello”. 
The resulted rules are used to check the entered 

password by anybody to access the system 

applying PaSSIL after  extracting  the same 

attributes  from it, if  a  rule  with  decision  yes  
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fires,  then  the person trying to access the system is 

its owner and then is granted the permission to 

access the system, otherwise he will be considered 

as an adversary and prevented from doing that. 
 

5 Experiments and Results 
Many experiments have been conducted to evaluate 

the system; each experiment is done on a different 

password with a different length. These passwords 

are: “houseroad91”, “hello”, and 

“arroundtheworldin80days” and entered by 

hundreds of persons of a diversity of backgrounds 

and educational levels at different times but on the 

same keyboard. 

 
 

Data Set File Name: 50 examples for hello.csv 
 Number of Attributes: 10 
 Number of Classes    :  2 

 Number of Examples: 50 
 Evaluation Method      : Random Sampling 

 Percentage of Unseen Set        : 20% 
 Number of experiments            :   1 
 Number of training samples: 40 

 Number of unseen samples: 10 
======================================== 

 Experiment # 1 
======================================== 

 Number of rules: 10 
 Average Number of conditions: 1.9 
 Rules:  
 If ll = veryshort => yes 

 If l = verylong and lo  = short => yes 

 If h = verylong and e  =verylong and l  = verylong => yes 

 If l = normal => no 

 If el = short and speed  = slow => no 

 If e = normal and speed  = slow => no 

 If l = toolong and speed  = slow => no 

 If he = toolong and speed  = slow => no 

 If e = long and ll  = short => no 

 If l = short and ll  = short => no 

 Session results:  
 Accuracy:  90.9090909090909% 

 Precision: 87.5% 
 Recall:  93.75% 
 K-Folds 92.3% 

 F1 Score: 89.5238095238095% 
 Total time Consumed is: 00:00:02.0076883 

 
Fig. 1 A snapshot of rules generated by 

ILA of 50 examples for the password 

“hello” 

 
In order to evaluate the system thoroughly, four 

evaluation methods are used in each experiment. 

These methods are explained briefly as follows: 

i. Hold Out method in which the data set is 

divided into two groups: the training set which 

is used to train the classifier and the test set 

which is used to estimate the error rate of the 

trained classifier. This process is a single train-

and-test experiment. 

ii. Random Sampling, in which the dataset is split 

randomly into a fixed number of examples 

without replacement. For each data split we 

retain the classifier from scratch with the 

training examples and the estimate Ei with the 

test examples. The true error estimate E is 

obtained as the average of the separate 

estimates. 

iii. Leave-One-Out cross validation in which; for 

a data set with N examples, N experiments are 

performed, for each experiment N-1 examples 

are used as training examples and the remaining 

example for testing. The true error is estimated 

as the average error rate on test examples. 

iv. Boot strap method which is a resampling 

technique with replacement. From a dataset with 

N examples, N examples are randomly selected 

with replacement and used for training; while 

the remaining examples that are not selected are 

used for testing. This value is likely to change 

from fold to fold. This process is repeated for a 

specified number of folds. The true error is 

estimated as the average error on test data. 

v. K-Folds cross validation method in which the 

data set is divided into k folds, for each k 

experiments, K-1 folds are used for training and 

a different fold for testing. The advantage of this 

method is that all the examples in the training 

set are eventually used for both training and 

testing. 

In each of the above methods, four 

measurements are considered for evaluating the 

system. These measurements are summarized as 

follows: 

1. Precision which measures how many of the 

examples classified as positive are actually 

positive, and calculated as follows: Precision = 

TP/(TP+FP)  
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2. Recall which measures how many of the total 

positive examples were classified as positive, 

and calculated as follows: Recall = 

TP/(TP+FN) 

3. F1 Score which is high only when both the 

precision and recall are high. This measure is 

calculated as follows: F1 Score = (2*precision 

* recall)/(precision + recall) 

4. Accuracy which measures the accuracy of the 
algorithm in classifying the test examples, and 

is calculated as follows: Accuracy = number 

of correctly classified test examples/total 
number of test examples  

Where: 

 TP is an abbreviation of True Positives 

which means owners correctly classified as 

owners 

 TN is an abbreviation of True Negatives 

which means adversaries correctly 

classified as adversaries 

 FP is an abbreviation of False Positives 

which means adversaries misclassified as 
owners 

 FN is an abbreviation of False Negatives 

which means owners misclassified as 

adversaries 

Our goal is to maximize these measurements. 

Actually, maximizing the precision only or the 
recall only is easy, but maximizing both is difficult 

and should be the goal. 

The set of experiments that are conducted on 
the password “houseroad91” are with three data 

sets each with different number of examples; 150, 

210, and 265 examples. These three data sets are 
described in Table 3. Each experiment is conducted 

5 times, and the average of these five times is 

calculated and considered for the evaluation. The 

data in these sets and other data sets in other 
experiments were collected by hundreds of persons 

with many entries of the same person for the same 

password, in different times with different moods 
and atmospheres. Part of the data set was entered 

by one person as the owner of system and the rest 

are entered by different persons as adversaries. To 
study the effect of the size of the data set on the 

accuracy of the system, the same owner is 

considered in the three data sets.  

 

 

Table 3 The description of the three data sets of the password “houseroad91” 

 Data set 1 data set 2 data set 3 

Total Number of Examples 150 210 265 

Number of Examples for Owner 50 50 105 

Number of Examples for Adversaries 100 160 160 
 
 

The number of attributes for this password is 

22 plus the decision attribute: 11 attributes for the 
duration of each character, 10 attributes for the 

latency of each two consecutive characters, and 1 

attribute for the overall speed of entering the 

password, in addition to the decision attribute. 
Figure 2 shows the results of four experiments of 

applying random sampling on the small data set i.e. 

150 examples, with different percentages of unseen 
(test) examples; i.e. 20%, 33.3%, 50%, and 70%, 

for the four evaluating methods; namely; accuracy, 

precision, recall, and F1 score.  As noted in the 
table, for 20% unseen examples we got around 

87% accuracy as the average of the results of the 

four evaluating methods. Despite the fact that in 

inductive learning, it is known that the results 
sometimes depend and affected by the nature of the 

data set and the randomness degree of selecting the 

examples for testing or for training, however, the 
accuracy usually decreases as the percentage of 

unseen examples gets higher. Also it is noted from 

the table that the accuracy is around 82%, 84%, and 
80% for 33.3%, 50%, and 70% unseen examples 

respectively. This is good, especially the accuracy 

obtained for 70% unseen examples for the smallest 

data set with 150 examples. 
Figure 3 shows the results of experiments 

similar to the above, but using the other three 

evaluation methods, namely; leave-one-out, hold 
out, boot strapping, and K-Folds. The results 

obtained for these three methods are almost close to 

each other for the four measurements, where they 
got 92%, 81%, 87% and 86% respectively. 

Table 4 shows the exact values of the results of the 

above experiments. 

The above results are obtained on a relatively 
small data set. Let’s now repeat the same 

experiments, but on a larger data set with 210 

examples.  
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Fig. 2 Random Sampling on 150 

examples of the password 

“houseroad91” 
 

In this data set, entries of the owner remain the 

same, i.e. 50 entries, while the entries of the 
adversaries increased by 60 entries to be 160 

entries. Actually, it is expected to get good results 

since increasing adversaries’ entries enriches the 

data set with new patterns for new users and hence 
increases the induction ability of the system. 

 Figures 4 and 5 depict the results of this 

experiment. A slight improvement has been 
obtained regarding   the   random sampling, while 

 
Fig. 3 Other evaluation methods on 

150 examples of the password 

“houseroad91” 

 
almost the same results have been obtained for the 

other evaluation methods.  

This means that the strength of the inference 

ability of ILA has been improved but the quality of 
the system inference remains the same. This is 

normal because any inductive algorithm increases 

its ability to infer as number of examples gets 
higher and higher, but this increase is not necessary 

to improve the quality of the results unless the 

added   examples  are   chosen   carefully.  It seems 

 
 

Table 4 Results of all experiments on the data set of 150 examples of the password “houseroad91” 

  Random Sampling  
Leave One 

Out 

 
Hold Out 

 
Boot 

Strapping 

 
K-

Folds   
20% 

unseen 
33.30% 
unseen 

50% 
unseen 

70% 
unseen 

Accuracy 87.3 84 85.3 79.43 89.333 82.0 88.0 87.3 

Precision 86.4 82.0 83.0 79.4 95.0 80.0 86.6 88.8 

Recall 86.7 80.9 84.7 82.3 95.0 82.1 87.6 82.3 

F1 Score 86.2 81.3 83.1 78.7 90.0 80.7 86.6 84.1 

 
 

that increasing adversaries’ entries is not enough, 

so as depicted in Table 3, let’s increase the owner 
entries by 55 to become 105 and that for 

adversaries to remain as 160, and observe what will 

happen. 

As depicted in Figures 6 and 7, significant 
improvements have been obtained in both the 

inference ability of the algorithm and the quality of 

the results as well. This may be justified by the fact 
that increasing number of the owner entries helps in 

well recognizing the pattern of the user, since 

he/she entered the password more times and in 
more situations and different moods and 

atmospheres, while; as stated earlier, increasing the 

adversaries’ entries helps in recognizing more 

patterns for adversaries which excludes these 
patterns from the owner patterns. 

Another experiment has been conducted on a 

shorter password with 5 characters length; namely 
“hello”. To compare the results of this experiment  
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Fig. 4 Random Sampling on 210 

examples of the password 

“houseroad91” 

 
Fig. 6 Random Sampling on 265 

examples of the password 

“houseroad91” 

with the previous one, the same sample that entered 

the   password “houseroad91”  with  265 examples 

the password “houseroad91”. This is normal, 
because as the password gets shorter and shorter; 

also entered the password “hello”; with 60 for the 

owner entries and 105 entries for adversaries.  
Figures 8 and 9 show the results of the system 

for the password “hello”. As noted from the 

figures,   the  accuracy  of the  system  has  been  

 
Fig. 5 Other evaluation methods on 

210 examples of the password 

“houseroad91” 

 

 
Fig. 8 Random Sampling on 265 

examples of the password “hello” 

 
slightly degraded when compared with the case of 

entering the same pattern is more likely to be 

similar among the owner and adversaries. 
In the last experiment, we will examine the 

system with a longer password with 23 characters, 

namely; “arroundtheworldin80days”. To make the 

comparison real, this password was entered by the 
same persons in data set 3. It is expected to get 

good results, since the password is long. With long 

passwords, the opportunity to have similar patterns 
among users is very rare.  
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Figures 10 and 11 depict the results of this 

experiment. As seen in the figures below, the 

results are better that what have been obtained from 

the previous experiments.  
Figures 12 to 14 show a comparison between 

PaSSIL and the two statistical methods DLO [6] 

and DLOS [7] for the three passwords; “hello”, 
“houseroad91”, and “aroundtheworldin80days” 

respectively. PaSSIL shows better results in most 

cases compared with DLO and DLOS. In addition, 

PaSSIL is an inductive learning system based on 

keystroke dynamics while DLO and DLOS are 

statistical static methods that are based on a series 
of statistical calculations. This means that PaSSIL 

overcomes the gradual changes in the way the 

owner enters the password while DLO and DLOS 
do not. 

 

 
 

 
Fig. 7 Other evaluation methods on 265 examples of the password “houseroad91” 

 

 
 

 

 
 

Fig. 9 Other evaluation methods on 265 examples of the password “hello” 
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To complete the whole picture, our work is 

compared with some other known approaches in 

this area, even though there are a huge number of 

algorithms and approaches for tackling the 
password security issue through keystroke 

biometrics, each approach is with different 

evaluation method, different number of parameters, 
different number of password entries needed, and 

different number of attributes. This diversity makes 

it difficult to compare one approach with another. 
The most suitable way is to compare algorithms 

with the same group and the same dataset. 

For this purpose, we will compare our work with 

three known machine learning approaches, i.e. the 
standard backpropagation algorithm with 3 layers 

[22], a modified  version  of   PNN  algorithm [35], 

 
 

 

 
Fig. 10 Random sampling on 265 

examples of the password 

“arroundtheworldin80days” 
 

 
 

Fig. 11 Other evaluation methods on 265 examples of the password 
“arroundtheworldin80days” 

 

 

 
 

Fig. 12 Comparison between PaSSIL (the first three columns), 

DLO, and DLOS for the password “hello” 
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Fig. 13 Comparison between PaSSIL (the first three 

columns), DLO, and DLOS for the password 

“houseroad91” 
 

 
 

Fig. 14 Comparison between PaSSIL (the 
first three columns), DLO, and DLOS for 

the password “aroundtheworldin80days”

 
and the Quinlan’s ID3 algorithm [36]. To 

accomplish this task, a data set of 250 samples for 
the password “hellonewworld123”has been 

collected from the valid user and 50 adversaries. 

Random subsets of 50% of this sample have been 
used for training and 50% is for testing. The 

experiments have been repeated 10 times and to 

ensure that all examples are tested, it has been 

evaluated with k-folds cross evaluation method 
with 10-folds, and then the average accuracy has 

been considered. For the backpropagation and ID3 

algorithms, the same attributes of our work have 
been used. But for the modified PNN algorithm, we 

preferred to use the same attributes they used in 

their work with which their algorithm produced the 
best results. Table 5 shows the accuracy values for 

recognizing legitimate users for different sizes of 

data sets. It is worthy to say that the values 

obtained are data set dependent and change from 
one experiment to another, but these values are the 

average accuracy for 10 trials of each training set. 

As it is noted from the table, PaSSIL got better 
results in most cases. 

 

Table 5. The results of comparing PaSSIL with BP, 
ID3, and modified PNN algorithms 

Training 
Set Size 

ID3 BP Modified 
PNN 

PaSSIL 

100 91.62% 91.52% 95.05% 96.13% 

150 92.42% 91.90% 96.64% 96.50% 

200 93.37% 92.37% 96.90% 97.04% 

The experiments showed that the computational 

training time of PaSSIL is better than that of all 
other algorithms, since for the 200 examples, ID3 

took around 2 min in the training, BP took 

approximately 3.6 min and modified PNN took 53 
sec while PaSSIL took less than 32 sec. And for the 

classification time, PaSSIL is slightly lower than 

others since it took around 3 sec while others took 

around 5 sec on average. 
 

6 Conclusions 
PaSSIL is a new Inductive Learning System for 

Password Strengthening Based on Keystroke 
Dynamics. This system takes into account the 

gradual change in the pattern of the owner of the 

system that is caused by changing the moods, 

atmospheres, situations, and times of entering the 
password. 

PaSSIL had been tested by many experiments 

on hundreds of users with different educational 
levels and ages. The results showed that PaSSIL is 

a powerful system and comparable with other 

systems if not better. PaSSIL can be easily 
embedded and used in any system. 

PaSSIL is a simple system that extracted three 

parameters from the entered password, namely 

duration, latency, and speed. With these three 
parameters, it obtained above 90% accuracy in all 

experiments done. It can be further improved by 

introducing more parameters, but this must be done 
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carefully so as not to affect the complexity of the 

system.  

The main drawback of PaSSIL is that all 

experiments must be conducted on a certain 
password. If the owner decides to change the 

password, the whole experiments should be 

repeated on the new password. We are now 
working on a system that works regardless of 

certain passwords and without conducting 

experiments on adversaries, in which, the owner 
can change his password whenever he wants 

without changing the system. 
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